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We present a high-resolution spectroscopic characterization of the frequency-doubled output 
(532 nm) of an industrial-grade picosecond Nd:YAG laser. A Michelson interferometer with a PID-
controlled linear stage was used to provide the path delay change during taking the interferogram, 
despite its non-uniform motion which in general prohibits direct Fourier-based spectral reconstruction. 
We introduce a correction scheme combining inverse FFT artefact suppression and a matched-filter 
approach to recover the true spectral content with sub-nanometer accuracy. The most probable emis-
sion peak was determined at 531.844 nm with a FWHM of 0.0437 nm, in good agreement with liter-
ature values for Nd:YAG fluorescence peaks. Our method enables precise spectral measurements, 
without resorting to phase-stabilized scanning methods or calibrated spectrometers. 
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1. Introduction
Ultra-short pulsed (USP) lasers exhibit many highly in-

teresting properties that make them highly sought for in ma-
terial processing. Of course, materials processing is just one 
branch of possible applications of these lasers. Another 
highly interesting field is, among others, sensing and micros-
copy, where USP lasers can be used e.g. for 2-photon mi-
croscopy, Raman microscopy and similar spectroscopy tech-
niques that are utilizing Stimulated Raman Scattering (SRS) 
[1] or Coherent Anti-stokes Raman Scattering (CARS) [2].
Certain variants of USP-laser-based SRS or CARS methods
require often additional specialized equipment such as nar-
row-band notch filters to block the wavelength of the pump
pulse in order to be able to measure the Raman response of
the material close to the pump wavelength. Since the block-
ing bandwidth of the filter is typically on the order of 10 cm-1

(0.28 nm at 532 nm) or below, the filter must be designed
and manufactured specifically to the laser’s wavelength and
width.

Unfortunately, laser laboratories equipped with USP la-
sers for materials processing do not know these values (peak 
wavelength and wavelength/frequency bandwidth) as typi-
cally the laser manufacturers do not provide the spectral data 
either at all or at least not in the required accuracy. This is 
problematic especially when new interdisciplinary projects 
are to be initiated and preliminary results are necessary to 
demonstrate the proof of principle. In such cases, a fast and 
inexpensive experimental setup becomes necessary. In this 
work we describe high-precision measurements of the spec-
trum of a frequency doubled Nd:YAG laser running at 1064 
nm (Coherent HyperRapid NXT) providing pulses with a 
duration typically between 9 and 15 ps (FWHM). 

To obtain the spectrum, we use a Michelson interferom-
eter with an unstabilized, proportional-integral-derivatively 

(PID) controlled linear translation stage and a camera. In 
contrast to earlier approaches (e.g. [3,4]) relying on spec-
trally resolved detection or phase-stabilized optical delay 
scans to reconstruct the full spectral phase and amplitude. 
Moreover, our system is operated without any reference in-
terferometer or wavelength-calibrated spectrometer. In our 
case, the compromise is that any sensitivity towards the 
phase is discarded and we obtain only the spectral envelope. 
In spite of such non-optimal measurement conditions, we 
nevertheless attempt to recover the relevant spectral infor-
mation with sub-nanometer precision.  

Our idea is to utilize several aspects of the interferome-
ter’s trace as a kind “across-the-envelope approximation” to 
obtain this precision, i.e. based on plausibility and probabil-
ity arguments. To this end, we follow a multi-layered ap-
proach. First, we transform the interferogram data by a Fast-
Fourier-Transform (FFT) to obtain the spectrum. Since it is 
known that a PID-controlled linear stage does not move lin-
early, the non-uniform sampling of the data will generate 
several artefact-peaks in the spectrum that have no corre-
spondence whatsoever to the wavelength of the laser, as can 
be easily checked by even a “low-resolution” optical spec-
trum analyzer. We identify the unphysical artifact regions 
and transform only these back (not the signal peak) into the 
delay-domain by an inverse-FFT, to obtain a correction for 
the original interferometer data.  

After applying the correction we process the resulting 
signal with the so-called matched-filter approach to obtain 
the strength of individual frequency-components without re-
gard to whether they are in- or out-of-phase in the corrected 
data. Although the matched-filter approach is commonly 
used in Fourier-domain OCT [5,6], in which spectrally re-
solved signals are transformed into the time-delay or spatial 
delay domain (time/spatial domain), we apply here the 
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matched-filter principle within the time/spatial domain it-
self: for each synthetic wavelength, we calculate its “coher-
ence degree” w.r.t. the real signal, see Section 3. Importantly, 
any unexpected phase shifts that might occur during the ex-
periment for even an ideally monochromatic wave will not 
affect the identification of that wavelength’s total contribu-
tion to the overall spectrum. 

This provides several sharp peaks in the spectral region 
of interest. Although these peaks are also caused by the non-
uniform stage motion and data noise, they lie too close to the 
sought wavelength to be categorically ruled out by the opti-
cal spectrometer. Therefore, we evaluate their “fitness” to 
represent most of the interferogram’s data by examining 
their match to a fitted spectral envelope generated from the 
whole amplitude envelope of the interferogram data, i.e. the 
envelope which corresponds to the interference contrast. The 
best match, in terms of several quantitative measures, is then 
assumed to be the sought spectral distribution, while the oth-
ers are assumed to be only artefacts.   

The manuscript is structured as follows. In section 2 we 
discuss the experimental setup, the way how the interfero-
gram data were obtained and point out the underlying issues. 
In Section 3 we describe our method to evaluate the data. 
Section 4 provides and discusses the results. 

 
2. Experimental setup and data acquisition 
2.1 The setup 

 

 
Fig. 1 Schematic setup of the experiment. 

The schematic of the experimental setup is shown in 
Fig. 1. The laser source was a Coherent Hyper Rapid NXT, 
an industrial-grade picosecond fiber laser. It operates at a 
wavelength of 1064 nm and delivers pulses, according to the 
manufacturer with a typical duration between 9 and 15 ps. 
The beam was fed into a self-assembled nonlinear conver-
sion stage to generate second harmonic radiation at 532 nm. 
To determine the pulse duration of the SHG pulses we con-
ducted a sum-frequency-generation (SFG) autocorrelation 
using the fundamental and the SHG pulses. To this end, the 
SHG beam and the fundamental beam were collinearly fo-
cussed into a nonlinear crystal to generate 355 nm. The path 

length of the SHG beam was delayed by a variable delay line 
and the resulting power was measured as a function of the 
delay. The resulting autocorrelation trace had a full-width at 
half-maximum (FWHM) of 11.5 ps, resulting in a FWHM 
pulse duration of 8.9 ps for the fundamental, assuming a hy-
perbolic secant pulse shape. Assuming no chirp and no 
group velocity mismatch the corresponding FWHM pulse 
duration of the SHG pulses has to be consequently 6.1 ps [7].   

While the laser is capable of delivering up to 100 W av-
erage power, we chose the input power of the fundamental 
to be such that the laser beam at 532 nm was around 50 mW, 
at a pulse repetition rate of 1 MHz. These low pulse energies 
(50 nJ) were chosen in order to be able to neglect as far as 
possible any nonlinear spectral broadening or shifting ef-
fects that migh be caused during the pulse propagation by 
nonlinear effects such as self-phase modulation etc. 

In order to filter out the fundamental wavelength to the 
best of our possibilities, several dielectric mirrors with high-
reflectivity coatings for 532 nm were implemented to reflect 
the beam after the SHG stage and guide it into the Michelson 
interferometer. Before entering the Michelson interferome-
ter, the diameter of the collimated laser beam was increased 
to 15 mm using a telescope. 

 

 
Fig. 2 A sequence of successive camera frames showing the inter-
ference pattern at the screen and the corresponding position readout 
by the stage’s control software. 
 

Inside the interferometer the mirror responsible for gen-
erating the time delay was placed onto a PID-controlled lin-
ear stage. Both beams were aligned in such a way that at the 
screen, which was monitored by a camera running at 30 fps, 
a linear fringe pattern with well-resolvable fringes became 
apparent in the regions of high interference contrast, see 
Fig. 2. This was done to obtain an additional spatial signal 
relating to the actually induced time delay by the moving 
mirror. Furthermore, care was taken to adjust the sensitivity 
of the camera to not exceed its dynamic range in the vicinity 
of high interference contrast in order to prevent the observed 
interferometer’s signal from saturation in the camera.  
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The PID controlled linear drive stage was programmed 
to move in a rectilinearly uniform motion at a speed of 
0.5 µm/s. To obtain the data on the stage’s current position 
and at the same time record the current interferogram at the 
screen we displayed the motion control program and the 
camera stream side-by-side on the computer screen and used 
screen capture software to record these data synchronously. 
While this approach had the benefit of a well-synchronised 
stage position’s display w.r.t. the interferogram’s fringe pat-
tern on the screen, the disadvantage was that the screenshot 
of the stage position needed to be run through OCR for each 
frame to obtain machine-readable data for the stage position. 
A short sequence of the stage position data (as image) and 
the corresponding camera frame is shown in Fig. 2.  

2.2 Data in the ideal case 
In principle, it should be possible to calculate the spec-

trum just from the amplitude evolution of a single pixel, ide-
ally in the middle of the fringe pattern in Fig. 2, across all 
frames by means of a Fourier-transformation. Of course, the 
signal should be corrected, i.e. the background amplitude 
should be subtracted from each interferogram to obtain a sig-
nal with a zero average value prior to the Fourier-transform 
in order to prevent the DC-part of the spectrogram to be 
larger than the signal peak we want to measure. A good start-
ing point for the background correction is to take an interfer-
ogram from a camera frame that is as far away as possible 
from the frames with high interference contrast, i.e. ideally 
zero interference contrast, and subtract this image from all 
other camera frames. The resulting amplitude will provide a 
very high visibility of the fringes in regions of high interfer-
ence contrast, which is maximum when the path length dif-
ference between both arms of the interferometer is zero.  

Fig. 3 Exemplary data for calculating interferogram parameters 
from the spatial fringe pattern. The to-be-evaluated interferogram 
(blue) is background-corrected by subtracting the reference run of 
the interferogram at a mirror delay that gives close to zero interfer-
ence contrast (black). The result, an interferogram run with zero 
mean (red), is fitted by a sinusoidally modulated Gaussian (solid 
green line). 

As the camera noise always compounds the amplitude 
readout, we decided to reduce the noise by averaging. To this 
end, we adjusted the two partial beams inside the interfer-
ometer in such a way that the resulting interferogram dis-
played straight-line fringes. This allowed us to sum up the 

signal contributions along the fringes and “collapse” the ac-
tual two-dimensional interferogram on the camera sensor to 
just a one-dimensional array with a width of about 180 pxl 
for each frame, see Fig. 3.  

This provides us effectively with a denoised interfero-
gram, because the read-out-noise of the pixels is randomly 
distributed around a mean value – adding all pixel values up 
along the fringe direction makes the pixel noise decrease. A 
second benefit is that this dimensional collapse of the inter-
ferogram reduces also the computational complexity later on. 
In fact, in the case of no camera and no phase noise, no vi-
brations and a perfectly uniform motion of the moving mir-
ror, even a single pixel would be sufficient (corrected for the 
background) to compute the spectrum of the laser via a Fou-
rier transformation. However, as soon as camera noise (even 
if denoised), non-equidistant motion of the moving mirror or 
mechanical vibrations between the mirrors etc. are present 
during the experiment, just a simple Fourier transform of the 
raw signal’s amplitude will not yield a sufficiently precise 
spectrum (see Fig. 7 for illustration).  

The only option for improving the precision lies in the 
fact that also other sources of information on the interfero-
gram, such as the stage’s position read-out can be used to 
refine or correct the acquired amplitude data. To do so, it 
becomes necessary to be able to compare the induced path 
delay of the stage (e.g. in units of the carrier wavelength) to 
the accumulated phase of the amplitude’s signal. Hence, we 
must first separate the interferometer’s signal, i.e. the instan-
taneous amplitude, into its envelope and its phase.  

2.3 Phase and envelope recovery 
One direct approach to separate an oscillatory signal into 

its envelope and its phase is to use the Hilbert transformation, 
see e.g. [8]. The Hilbert transform provides the so-called an-
alytic signal to an oscillatory data, i.e. it infers from an ex-
perimentally available, oscillatory signal also the corre-
sponding (not experimentally available) imaginary part, so 
that the instantaneous amplitude and phase of the signal can 
be calculated for each frame.  

However, to perform the Hilbert transform requires hav-
ing already an initial estimate of the envelope’s local ampli-
tude as well as its phase.  We obtain these estimates by low-
pass-filtering the raw, background-corrected data for the 
phase and by applying a localized trend approximation with 
subsequent low-pass-filtering of the magnitude, i.e. the ab-
solute value, of the background-corrected data. These filter-
ing steps are necessary because the Hilbert transform ex-
pects the signal to be approximately narrowband and locally 
sinusoidal, whereas our experimental signal deviates signif-
icantly from these assumptions, especially in regions with 
low interference contrast. Similar to the simple Fourier 
transform discussed in Section 2.2, the Hilbert transform can 
be applied to just only one pixel of the one-dimensional data. 
We chose here the pixel in the 72nd column, as it is far above 
the background noise even at rather low interference con-
trasts. 

The above process of applying the Hilbert transfor-
mation is illustrated in Fig. 4. Obviously, the estimated en-
velope does not differ strongly from the envelope calculated 
by the Hilbert transform, on the one hand. On the other hand, 
the phase noise is much smaller in the now recovered phase, 
making the phase run to be much more plausible to match 
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with the expected average translational speed of the linear 
stage (0.5 µm/s) and the camera’s frame rate of 30 fps. In-
deed, these hardware parameters predict 15.96 video frames 
to complete one full oscillation of the electromagnetic (EM) 
field for a wavelength of 532 nm. In contrast, in Fig. 4, it is 
possible to recognize 12 “slow” oscillations (and several 
very fast ones which can be neglected) of the phase within 
200 successive camera frames, which gives around 16.67 for 
one full EM field cycle. 

However, while the Hilbert transform provides an ampli-
tude envelope and corresponding phase for every frame, its 
application involves certain necessary pre-processing steps. 
Besides this, as is evident from the remaining noise in the 
recovered phase in Fig. 4, the Hilbert transform should be 
considered more as a method of last resort when dealing with 
signals that are strongly affected by noise.  

 

 
Fig. 4 Illustration of the phase and envelope determination by the 
Hilbert transform. The original data (black dots) are used to esti-
mate the local amplitude the envelope (blue). After conducting the 
Hilbert transform one obtains the envelope (red) and the phase, of 
which the cosine is displayed (green), for a better comparison to 
the raw data (black dots/gray lines). 

For a more reliable phase and amplitude recovery it 
would help to consider the whole run of the one-dimensional 
signal at the camera, see Fig. 3, instead of just a single pixel, 
to help distinguish  whether the phase increases or decreases 
during the stage’s motion. This is because if all that is avail-
able is just the signal from a single column or pixel, then it 
is especially the maxima and minima of the oscillatory sig-
nal that give rise to an ambiguity of the mirror’s direction of 
motion – the mirror moving forward or backward from the 
maximum reduces in both cases the detected signal. The mir-
ror’s direction of motion can’t be inferred from such data 
only. Nevertheless, the ambiguity of the mirror’s direction 
of motion can be resolved when the whole interferogram’s 
spatial structure is taken into account. 

To do so, we fitted a sinusoidally modulated Gaussian 
(green solid line in Fig. 3) on the background corrected sig-
nal (red dots in Fig. 3) for each video frame. As the sinusoi-
dally modulated Gaussian is an analytic function, it is easy 
to obtain the phase shift together with the direction of motion 
between two subsequent frames as long as the moving mir-
ror did not “jump” further than one wavelength or 2π. In ad-
dition, this analytic function provides also maximum value 
of the spatial envelope, even if the phase shift is such that 

the spatial interferogram does not reach the maximum value. 
Unfortunately, due to noise issues and reduced interference 
contrast at larger delays, it was not possible to reliably fit the 
sinusoidal Gaussian. For all frames where this fit was not 
possible we used the data obtained from the Hilbert trans-
form. 

2.4 Phase unwrap  
The phase data obtained in Section 2.3 are wrapped be-

tween 0 and 2π as both phase recovery algorithms (Hilbert 
transform and the fit function) are only able to determine the 
modulus of the remainder of the actual phase divided by 2π. 
To be able to infer any additional information from e.g. the 
stage’s position, it is necessary to obtain the accumulated 
phase, i.e. the phase run where also e.g. the mirror’s direc-
tion of motion is taken into account. Therefore, a phase un-
wrapping procedure must be performed. As there exist sev-
eral possible methods for phase unwrapping we chose the 
phase unwrapping via max-flow/min-cut (PUMA), de-
scribed in [9], and modified to our one-dimensional problem. 
The result, plotted against the path delay of the stage, is 
shown in Fig. 5. 

 

 
Fig. 5 The path delay provided by the stage (derived from the 
stage’s position read-out) plotted against the accumulated (un-
wrapped) phase. 

This way the linearity of the stage’s motion w.r.t. the ac-
cumulated phase or vice versa can be estimated. As can be 
seen, the result is not a linear line as should be expected, but 
follows a somewhat random path instead. When zooming 
closer in (insets in Fig. 5), the phase seems to move even 
back and forth between consecutive frames. Even in the 
most linear section of the curve (right inset) the stage seems 
to move rather erratically to a new position while the phase 
increases. Nevertheless, this observation is explainable by a 
continuous (but not uniform) stage motion while the stage’s 
position read-out is rounded in steps of 100 nm by the 
stage’s control software.  

A closer analysis of the linear portion of the signal re-
veals that the stage’s position indeed jitters throughout its 
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motion around an “average” position. However, as the stage 
is controlled by the PID technique, this behavior is indeed 
expected, see Fig. 6. As apparent, the stage is for certain 
video frame intervals ahead of the accumulated phase and 
then falls again behind the path delay calculated from the 
accumulated phase for the assumed wavelength of 532 nm. 
Note that setting the assumed wavelength to a different value 
would lead to an average, non-zero slope of the deviation. In 
addition, Fig. 6 evidences significant noise, which might be 
caused by the phase jitter, the non-uniform position or its 
read-out (or both) of the stage. At this point, it is not possible 
to distinguish between the individual noise contributions to 
the deviation jitter.  

 

 
Fig. 6 The deviation of the path delay given by the stage’s position 
read-out to a virtual path delay position estimated from the accu-
mulated phase for a wavelength of 532.0 nm.   

3. Determination of the spectrum 
As has been shown in Section 2, the obtained interfer-

ometer signals, respective the accumulated phase but also 
the stage’s position exhibit strong jitter and phase jumps and 
it is not possible to distinguish between them without addi-
tional hardware. The spectrum obtained by applying the FFT 
to these data exhibits clearly artefact-peaks besides the 
sought wavelength, which can be distinguished from the 
sought wavelengt by a simple optical spectrometer. This is 
shown in Fig. 7. 

 

 
Fig. 7 The spectral distribution of the raw interferometer signal cal-
culated by the FFT (black). Spectrum with only the artefact peaks 
for calculating the correction signal by inverse-FFT (blue). Note, 
that the blue curve has outside the 532 nm peak runs identically as 
the black curve, and thus the black curve is hidden behind the blue 
one.  

Suppressing the 532 nm peak data in the complex Fou-
rier-domain on both sides, (Fig. 7 shows only an excerpt of 
the FFT’s absolute amplitude) by multiplying the FFT data 
(black) with a suitable mask with, allows to remove the ar-
tefact-peak-contributions from the raw interferometer signal  
after performing an inverse FFT:  

 
𝐬𝐬(ν) = FFT{𝒂𝒂(𝑡𝑡)} ,           (1) 
 

𝒂𝒂(𝑡𝑡) is the oscillatory, raw, background-corrected interfero-
gram data, with t the time delay induced by the shift of the 
mirror, i.e. signifying the time domain. 𝐬𝐬(ν) is the (complex) 
Fourier transformed data of 𝒂𝒂(𝑡𝑡) in the spectral domain ν. 
𝑴𝑴532nm is the masking vector to suppress the valid peak at 
532 nm to calculate by the inverse Fourier transform (FFT-

1) the waveform in the time domain that describes the arte-
fact peaks 𝒂𝒂𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴(𝑡𝑡): 

 
𝒂𝒂𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴(𝑡𝑡) = FFT−1{𝑴𝑴532nm ∙ 𝐬𝐬(ν)} .   (2) 
 
The real part, signified by ℜ{… }, of the complex vector 

𝒂𝒂𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴(𝑡𝑡) is subtracted from the original data to obtain 
the artefact-suppressed time domain signal 𝒂𝒂𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝑡𝑡):  

 
𝒂𝒂𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝑡𝑡) = 𝒂𝒂(𝑡𝑡) − ℜ{𝒂𝒂𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴(𝑡𝑡)} .    (3) 
 
The Hilbert transform HT{…} is then used on the cor-

rected time domain signal  𝒂𝒂𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝑡𝑡) to extract its phase run 
in the time domain 𝒂𝒂𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑃𝑃ℎ𝑎𝑎𝑎𝑎𝑎𝑎 (𝑡𝑡). (The envelope 𝒂𝒂𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶

𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸(𝑡𝑡) 
provided by the Hilbert transform is not used in further cal-
culations.): 

 
�𝒂𝒂𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶

𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸(𝑡𝑡), 𝒂𝒂𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑃𝑃ℎ𝑎𝑎𝑎𝑎𝑎𝑎 (𝑡𝑡)� = HT{𝒂𝒂𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝑡𝑡)}  . (4) 
 
With these preparations the matched-filter approach can 

be implemented. We first need a perfectly equidistantly 
spaced phase in the time domain, 𝒂𝒂𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝜆𝜆𝑖𝑖, that is generated 
from the number of all frames #𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉 of the whole 
interferogram, the traveled distance d of the stage, assuming 
the (virtual) wavelength 𝜆𝜆𝑖𝑖: 

 
𝒂𝒂𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝜆𝜆𝑖𝑖 = �2𝜋𝜋

𝜆𝜆𝑖𝑖
∙ 𝑘𝑘 ∙ 2 𝑑𝑑

#𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉
 � 𝑘𝑘 ∈ ℕ0� . (5) 

 
The “coherence degree” CD can be calculated for each 

(virtual) wavelength 𝜆𝜆𝑖𝑖 either using the signal without arte-
fact-peaks using eq. (6) or from the phase run of the original 
raw 𝒂𝒂𝑅𝑅𝑅𝑅𝑅𝑅𝑃𝑃ℎ𝑎𝑎𝑎𝑎𝑎𝑎(𝑡𝑡)  (extraction procedure described in Sections 
2.3 and 2.4) using eq. (7): 

 
𝑪𝑪𝑪𝑪𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝜆𝜆𝑖𝑖) =

��sin �𝒂𝒂𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑃𝑃ℎ𝑎𝑎𝑎𝑎𝑎𝑎 (𝑡𝑡)� . sin�𝒂𝒂𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝜆𝜆𝑖𝑖��
2

+

�sin �𝒂𝒂𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑃𝑃ℎ𝑎𝑎𝑎𝑎𝑎𝑎 (𝑡𝑡)� . cos�𝒂𝒂𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝜆𝜆𝑖𝑖��
2
�
1/2

 ,  (6) 
 

 

𝑪𝑪𝑪𝑪𝑅𝑅𝑅𝑅𝑅𝑅(𝜆𝜆𝑖𝑖) = ��sin �𝒂𝒂𝑅𝑅𝑅𝑅𝑅𝑅𝑃𝑃ℎ𝑎𝑎𝑎𝑎𝑎𝑎(𝑡𝑡)� . sin�𝒂𝒂𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝜆𝜆𝑖𝑖��
2

+

�sin �𝒂𝒂𝑅𝑅𝑅𝑅𝑅𝑅𝑃𝑃ℎ𝑎𝑎𝑎𝑎𝑎𝑎(𝑡𝑡)� . cos�𝒂𝒂𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝜆𝜆𝑖𝑖��
2
�
1/2

  .  (7) 
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Plotting the coherence degree against each tested virtual 
wavelength gives for both cases the “spectrum” shown in 
Fig. 8. For comparison, the Fourier-transformed signal 
𝒂𝒂𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝑡𝑡) is shown additionally. All curves are scaled to be 
the same height. As can be seen, the matched-filter ansatz 
provides in general a higher signal level across the whole 
region of interest than the Fourier-transform of the cleaned 
signal. This is because the Fourier-transform is sensitive to 
phase shifts and signals at the same wavelength might have 
a phase shift of π in the time domain signal and suppress or 
at least diminish the corresponding spectral component. The 
matched filer is insensitive to any phase shifts and simply 
accumulates all signal parts that are coherent to the chosen 
virtual wavelength.  

 

 
Fig. 8 The matched-filter approach applied to the raw signal (black) 
and the artefact-free signal (blue). Spectrum of the Fourier-trans-
formed artefact-free signal (red) as comparison.  

Choosing the most probable peak: 
Fig. 8 shows several peaks that might be generated by 

the laser. However, due to the known non-uniform motion of 
the stage, the phase and camera noise, there remain still 
small fluctuations in the cleaned interferometer signal.  

Importantly, no spectral peak can be narrower than the 
limit set by the total width of the interferometric envelope in 
the delay domain. This defines a fundamental lower bound 
for the achievable spectral resolution, regardless of whether 
the peak corresponds to the true laser wavelength or a spuri-
ous artifact. 

This means that any frequency component that contrib-
utes coherently over the full delay range, either due to a uni-
form sampling of the laser wavelength, or due to a mechan-
ical vibration that constantly modulates the signal, can ap-
pear as a spectrally narrow peak. In contrast, incoherent dis-
turbances such as phase jitter, random noise, or irregular 
stage motion can only broaden spectral features; they cannot 
narrow them down beyond the envelope-imposed limit. 

Consequently, observing a spectrally narrow peak close 
to the minimal theoretical width is a strong indicator of a 
coherent contribution to the interferogram, either due to the 
actual laser wavelength or a physically plausible, stable 
modulation. Broader peaks, by comparison, are more likely 
to result from incoherent noise or temporally localized dis-
tortions. 

In our implementation, the matched-filter output is com-
puted using a quadrature-based approach that combines the 
in-phase and quadrature components of the interferogram 

with respect to each virtual wavelength. This yields a phase-
invariant coherence measure for each tested wavelength. 
While this method ensures that contributions with arbitrary 
local phase shifts are still detected, it does not change the 
fundamental resolution limit: the minimal peak width is still 
governed by the total delay span over which coherent con-
tributions exist. In this sense, the quadrature matched filter 
acts as a robust detector of spectral content while remaining 
strictly limited by the effective temporal coherence of the 
interferometric signal. 

Because of this we have now a very good tool at hand to 
find plausible peaks in Fig. 8 that might indeed correspond 
to the sought wavelength. All that is needed is just a compar-
ison of all the peaks to the Fourier-transformed of the sig-
nal’s envelope, shown in Fig. 9, being defined in Section 2.3. 
 

 
Fig. 9 Recovered envelope for all video frames.  

We calculate the spectral envelope from the interfero-
metric amplitude shown in Fig. 9. Since the envelope itself 
is not oscillatory, it cannot directly be compared to the spec-
trally resolved peaks shown in Fig. 8. To bridge this, we mul-
tiply the envelope with a sinusoidal carrier wave at the nom-
inal center wavelength (532 nm), producing a quasi-oscilla-
tory signal suitable for Fourier transformation. 

The resulting spectral envelope is computed in the wave-
number domain, allowing direct comparison to the matched-
filter response spectrum. Since the envelope spectrum is a 
smooth function, we use an interpolated version to enable 
efficient parametric fitting. The fitting function is defined as 
a shifted and scaled version of this interpolated envelope 
spectrum and depends only on the amplitude and the spectral 
shift. The optimal fit is obtained by minimizing the squared 
error between the matched-filter spectrum and the shifted 
envelope spectrum in the spectral region of interest. Per-
forming the fit in the wavenumber domain ensures that the 
spectral shape (e.g., width) remains invariant under shifts, 
which would not be the case in wavelength space due to its 
nonlinear scaling. The results for the three best peaks is 
shown together with the two-dimensional cost function for 
the relevant spectrum in Fig. 10. 

The frequency shift of zero in the graph in Fig. 10 (a) 
corresponds to 532 nm, which is 18796.9925 cm-1 ≈ 
18797 cm-1 in Fig. 10 (b). As can be seen, the peaks with the 
lowest error are quite close to 18797 cm-1. Lu et al. ([10]) 
report an Nd:YAG (ceramics) wavelength between 1064.16 
and 1064.31 nm (9395.76 - 9397.08 cm-1) depending on the 
Nd3+-ion concentration with fluorescence widths of below 
0.86 nm (7.6 cm-1). In addition, their comparison to single-
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crystal Nd:YAG the same emission wavelength and width 
for a Nd:YAG single crystal with a Nd3+-ion concentration 
of 1%. The bandwidth reported in [11] is with up to 11 cm-1 
is somewhat larger, but does, importantly, not show any sig-
nificant influence of nanocrystalline, ceramic or monocrys-
talline structures of Nd:YAG. In addition, a random Coher-
ent HyperRapid NXT spectrum provided by Coherent to the 
authors gives a peak wavelength of 1064.092 nm with a 
width of 0,354 nm. Consequently, it is reasonable to assume 
that our Coherent Hyperrapid NXT laser unit has similar 
properties.  

 
Fig. 10 The error landscape for fitting the spectral distribution of 
the interferogram’s envelope on the matched-filter spectrum (a). 
The positions with the lowest achieved fit error are marked by 
dashed white ellipses. The corresponding fitted peaks are shown in 
(b). 

Nevertheless, to better assess how well each candidate 
envelope peak represents the laser’s true spectrum, we con-
sider first the fitting error. In addition, we evaluate also the 
shape similarity and the spectral energy fraction, which pro-
vide a more complete picture of each peak’s relevance: 

The fitting error is directly obtained from the fitting pro-
cedure described above. The peak’s central wavelength is 
derived from its wavenumber, which is also determined in 
the fitting step. The shape similarity measure (SSM) be-
tween the candidate peak and the measured spectrum is 
based on the normalized cross-correlation. It quantifies how 
well the shapes of the two curves agree, regardless of their 
absolute amplitudes. A high value indicates a strong match 
in shape, even if the peak amplitude differs from that of the 
signal. This measure is particularly sensitive to the peak’s 

position and width, but robust to global amplitude scaling or 
background variations. 

Furthermore, we compute the spectral energy fraction 
(SEF), which quantifies how much of the total spectral en-
ergy lies within the support of the candidate peak. A high 
value here indicates that the peak accounts for a substantial 
portion of the overall signal, regardless of how precisely its 
shape matches the spectrum. Together, these two measures 
complement the fitting error: while the error function mini-
mizes pointwise deviation, it does not reveal whether the 
candidate truly reflects the structure of the spectrum or only 
coincides with it locally or coincidentally. The results are 

summarized in Table 1.  
As can be seen, the peak at 531.84 nm, has, besides hav-

ing the smallest fit error, also the best correspondence to the 
shape and carries most of the spectral energy. Its wavelength 
531.844 nm would correspond to a wavelength of 
1063.688 nm in the fundamental. Though this is 0.312 nm 
below 1064.0 nm it would nevertheless fit into an envelope 
of a Nd:YAG fluorescence line at 1064.16 nm with a spectral 
FWHM width of 0.86 nm [10] or, even larger, up to 11 cm-1 
as in [11]. Hence, it is logical to assume this peak to repre-
sent the wavelength of the laser. In Fig. 11 we show this peak 
in the wavelength-space separately.  

 

 
Fig. 11 The most probable peak shown as a function of the wave-
length. 

The full-width-at-half-maximum (FWHM) bandwidth 
of the peak is calculated to be 0.0437 nm (1.54 cm-1 or 
46.26 GHz). Assuming the pulse shape is a hyperbolic se-
cant, this would allow for 6.7 ps FWHM pulse duration, 
which is very close to the pulse duration of 6.1 ps (that 
would have a spectral bandwidth of 50.8 GHz/0.048 nm at 
532 nm in the case of being time-bandwidth-limited) esti-
mated from the SFG-autocorrelation measurement given at 
the beginning of Section 2.  

Table 1 Properties of the fitted peaks (see text for de-
tails). The best values are marked in green. 

Peak  # λ P E A K  in  
nm 

Fi t  e r ro r SSM SEF 

1  531 .844 156 .1 0 .54 0 .24 
2  532 .046  176 .7  0 .25  0 .10  
3  531 .676  179 .7  0 .29  0 .12  
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Since non-uniform stage motion inevitably produces ar-
tifact peaks near the true signal, our algorithm relies on a 
probability analysis that incorporates a‑priori knowledge of 
the laser’s basic spectral characteristics. Consequently, it is 
not universally applicable to arbitrary light sources. It per-
forms robustly whenever the spectrum contains a single 
dominant peak or several well‑separated peaks, whose ap-
proximate positions and envelope are known in advance. 
Conversely, it becomes unreliable for densely wave-
length‑multiplexed sources (e.g., high‑power diode arrays or 
telecom signals with closely spaced lines), where multiple 
unresolved modes would produce overlapping artifact and 
real peaks that cannot be unambiguously discriminated by 
our matched-filter and envelope‑based criteria. 

4. Conclusion
The interferometric measurement allowed us to deter-

mine the spectral characteristics of a frequency-doubled, in-
dustrial-grade picosecond Nd:YAG laser. The most probable 
emission peak was found at 531.844 nm, corresponding to 
1063.688 nm at the fundamental wavelength, with a full-
width at half-maximum (FWHM) bandwidth of 0.0437 nm. 
These values align well with previously reported emission 
characteristics of Nd:YAG crystals and fall within the ex-
pected fluorescence envelope. 

The underlying data were acquired using a Michelson in-
terferometer with a PID-controlled linear stage, whose non-
uniform motion introduced significant sampling irregulari-
ties. To address this, a multi-step correction process was ap-
plied: spectral artefacts were first removed via selective in-
verse FFT filtering, followed by a matched-filter algorithm 
applied to the corrected time-domain signal. This approach 
allowed us to identify coherent spectral components even in 
the presence of phase noise and sampling distortion. 

A key advantage of the proposed method lies in its high 
spectral resolution without the need for phase-stabilized de-
lay lines or calibrated spectrometers. By leveraging the full 
interferometric envelope and employing a phase-insensitive 
quadrature-based coherence analysis, we were able to isolate 
the actual laser emission from noise and artefacts with high 
confidence and sub-nanometer accuracy. 
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