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This study demonstrates a dual-functional microwire fabricated from Indium Tin Oxide (ITO)
film. A nanosecond ultraviolet (UV) laser scriber system is used for the ITO surface scribing. We
fabricated two transparent microwire and demonstrated that the single wires achieved both heating
and sensing functionalities. For heating purpose, the microwires were applied with a bias voltage for
achieving Joule heating effect. The electrical current through the microwire was simultaneously meas-
ured for obtaining the resistance of the microwire by Ohm’s law. The temperature was thus obtained
by the temperature coefficient resistance (TCR) curve of the microwire. We also tested the effect of
oxygen plasma treatment on the ITO microwires’ TCR. It was found that the TCR slope increased by
nearly 20%, indicating enhanced temperature sensitivity. In addition, we analyzed surface morphol-
ogy and heat-affected zones (HAZ) of the laser-ablated region. The surface characterization showed
that longer pulse duration and increased energy density resulted in a significant increase in rim height
but not notable surface roughness changes. This dual-functional ITO micrometer heater/sensor ena-
bled a temperature gradient of ~5 °C/um at 100 °C, which demonstrated its excellent potential for
precise thermal control and sensing applications.
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1. Introduction

Laser micromachining of Indium Tin Oxide (ITO)
coated glass is a highly precise and adaptable technique with
diverse industrial applications [1, 2]. This process uses a la-
ser to selectively remove or modify the ITO layer on glass
substrates, enabling the creation of intricate patterns, fine
conductor paths, and microstructures with remarkable preci-
sion. ITO is valued for its high electrical conductivity and
optical transparency. A thin film can have an optical trans-
mittance of greater than 80%, making it a key material in
technologies such as touchscreens, displays, and energy-ef-
ficient windows [3]. Laser micromachining provides a flex-
ible, efficient, and cost-effective approach to fabricating
complex microdevices, enabling innovations in advanced
electronics, optoelectronics, and microfluidics through its
versatile material processing capabilities [4].

Due to its excellent thermal responsivity and stability,
ITO has been extensively employed in resistive micro-
heaters where uniform and controllable heating is required,
such as in lab-on-a-chip systems, microfluidic platforms,
and de-icing surfaces [5]. Additionally, its predictable re-
sistance—temperature relationship enables its use as a tem-
perature sensor, particularly in flexible electronics and trans-
parent sensing devices [6]. While the roles of ITO as either
a heater or a temperature sensor have been well demon-
strated individually, the integration of both functionalities
into a single microstructure remains relatively unexplored

[7].
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In this study, we present dual-functional ITO microwires
that simultaneously perform Joule heating and real-time
temperature sensing. This dual-function design not only sim-
plifies device architecture but also enables monitoring of
temperature gradients at micrometer resolution, allowing for
more precise thermal management in microscale systems.

A transparent and clean device is also one of the primary
objectives of this study. In the laser patterning of ITO,
achieving a balance between complete material removal and
substrate preservation is critical. Insufficient laser power of-
ten results in incomplete ablation, leaving residual ITO on
the surface, whereas excessive power can cause thermal
damage or microcracks in the underlying glass substrate.
Therefore, precise control of laser parameters is essential to
ensure high-quality patterning and maintain device transpar-
ency.

Previous studies in our laboratory have demonstrated
that the ablation threshold is a key factor in achieving clean
and selective ITO removal—an essential requirement for
forming well-isolated conduction lines or electrodes [8].
This threshold is typically determined by identifying the
minimum laser fluence that produces visible damage to the
ITO film, as observed through optical or electron micros-
copy. By analyzing the size and morphology of ablation
spots across a range of fluences, the optimal threshold for
minimal yet effective removal can be established [9].

Unlike prior experiments that employed near-infrared
(NIR) lasers or visible lasers [8, 10], the present study
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utilizes a nanosecond ultraviolet (UV) laser source. UV la-
sers offer several distinct advantages in ITO processing.
They have been widely employed for the patterning of ITO
films, as demonstrated in studies that ITO can be patterned
on glass by selective laser ablation using UV nanosecond
sources and ultrashort (picosecond—femtosecond) pulses;
thresholds and feature quality depend strongly on wave-
length, pulse width, and scanning overlap [1, 11-16]. Their
higher photon energy enhances photochemical interactions,
enabling more efficient and localized ablation, while their
reduced penetration depth limits thermal diffusion and min-
imizes damage to the glass substrate. Furthermore, the typi-
cally shorter pulse durations of UV lasers reduce heat-af-
fected zones (HAZ) and enhance processing precision [17].
These characteristics make UV laser processing a favorable
approach for producing high-resolution, damage-free ITO
structures on transparent substrates.

2. Materials and Methods

The ITO-coated slides with two different sheet re-
sistances (5 Q/square and 90 Q/square, abbreviated as 5
Q/sq and 90 Q/sq, respectively) were purchased from
SCIKET Taiwan (Cat. No. SGAST0001-CUS). The nominal
ITO film thicknesses were 350+30 nm, and 2645 nm, re-
spectively. A commercial grade UV laser scriber system
(Marco, Taiwan; Model SMUV3A-S) is used for the ITO
surface scribing. The laser wavelength is 355 nm, and the
shortest pulse duration is approximately 9 ns, which was
measured by a high speed (1 ns rise time) photodiode
(Thorlabs, USA; Model DET-210) terminated with a 50 Q
load. Pulse durations in the range of 14 ns to 35 ns were used
in this study. The pulse repetition rate was set at 40 kHz, and
the beam scanning speed was 100 mm/sec for scribing pat-
terns on ITO film. The laser output is scanned by the galva-
nometer mirror scanner (or “galvo scanner” for short)
equipped with the laser system and focused using a theta lens
with focal length of 200 mm. A scanning area of 175 mm x
175 mm is provided by the system.

Because the pulse duration can vary with changes in la-
ser output power, it is essential to maintain a consistent pulse
duration during the engraving process. To achieve this, an
optical neutral density (ND) filter is used. By selecting ND
filters with different optical densities (OD), the power deliv-
ered to the material was adjusted without altering the laser’s
pulse duration. The optical configuration is illustrated in Fig.

1 (a).

2.1 UV laser micromachining

Adopting the methodology from our previously pub-
lished research, the ITO ablation threshold was determined
using two methods. The first method assessed changes in
ITO resistance, and the resulting fluence threshold is de-
noted as ThR. The second method measured the ablated spot
size, and the corresponding threshold is referred to as Thd.

For determining ThR, a test strip of ITO was prepared,
as shown in Fig. 1 (b), using a laser power sufficient to elec-
trically isolate the strip (25 mm in length x 2.5 mm in width)
from the surrounding ITO layer. A single-line laser ablation
was then applied to the center of the test strip. The resistance
of the strip was measured using a multimeter (Fluke, USA;
Model 233). An increase in resistance indicated the removal
of the conductive ITO film. Resistances higher than the
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maximal reading of the multimeter is denoted as 30 MQ in
the following results. The ablation threshold was identified
as the minimum fluence that produced a measurable increase
in the resistance.

Thd, was obtained by measuring the ablated spot size un-
der different fluence according to the following equation [9]:
6’ = 4(0()2 [ll’l (E/E;h)], (1)
where 0 is the ablated diameter measured observed under a
laser scanning microscope (Keyence, Japan; VK-9700), wg
is the 1/e? laser focus radius [9, 18], E is the pulse energy
causing the corresponding d, and Ej;, is the threshold pulse
energy. The pulse energy is related to the laser power, W, by
the following equation:
E =W/fAe), 2)
where f'is the laser pulse repetition rate, and the 1/e” laser
spot area, A2 = m wy’. To determine the laser focus radius
(@p) and the corresponding effective area, values of 62 ob-
tained under varying pulse powers were plotted against the
natural logarithm of the pulse energy (In#). Different pulse
powers were achieved by attenuating the laser output using
ND filters. A linear relationship was observed in the 6*In(W)
plot, and the slope of this linear fit was used in subsequent
calculations. The threshold pulse energy was identified as
the x-intercept of the d*-In(#) linear fit and was then used
to calculate the threshold fluence. The threshold determined

by this method is denoted as Thd.

In the spot-size method, based on eq. (1), the slope ob-
tained by the linear fitting of the plot was used to calculate
the laser focus radius, wy. The laser diameter, D, was used to
calculate the laser spot area 4,... Then the effective area Ay
which equals (1/2)(A42), was derived [19]. The linear fitting
was also used to calculate the x-intercept, which corresponds
to the power that produced the smallest ablated diameter.
The laser fluence at the intercept was divided by Ay to ob-
tain the threshold, Thd, for different laser pulse durations
and for ITO glass of various sheet resistances.

2.2 Design of ITO microwire

As illustrated in Fig. 1 (¢), the device integrates two mi-
croscale wires (120 pm in length x 5 pm in width). Each
microwire was used either as a single function sensor wire
(S) or a dual function Janus wire (J).

2.3 TCR measurement

To enable the application of ITO as a temperature sensor,
it is essential to establish an accurate and reproducible tem-
perature coefficient resistance (TCR) calibration curve. In
this study, a separate ITO-coated glass substrate with a nom-
inal sheet resistance of 5€/sq was employed as a heater
plate (“Heater” in Fig. 1(d)). The heater was connected to a
temperature controller (TOHO, Japan; Model TTM-J4) for
providing a uniform temperature distribution.

The ITO microwire plate (70 mm in length x 50 mm in
width) was stacked on top of the heater with glass side facing
the heater, as shown in Fig. 1 (d).

Electrical connections to the microwires were extended
using double-sided conductive copper tape and silver
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conductive ink, enabling reliable interfacing with the source
meters (Keithley, USA; Model 2400, Model 6430). A con-
stant voltage was applied across the circuit for current meas-
urements and for calculating the corresponding resistance
using Ohm’s law, R = I X V. The temperature of the ITO
heater was controlled in the range of 30 °C to 100 °C. Cur-
rent readings were recorded at 10 °C intervals, and the cor-
responding resistance values were calculated to construct the
TCR curve.

2.4 Oxygen plasma treatment

The effect of oxygen plasma treatment on the TCR be-
havior was investigated. The treatment was applied to the
microwire region, using an activation power of 18 W for
100 s under an oxygen pressure of 600 mTorr (Nordson,
USA; Model AP-600). Following the plasma treatment, the
temperature-dependent electrical measurements were re-
peated using the same procedure described above, and the
resulting TCR curve was plotted to evaluate the impact of
surface modification on the microwires’ thermal-electrical
response.

2.5 Surface analysis

Ablation quality was preliminarily observed by a bright-
field microscope (Olympus, Japan; Model BXFM). The ab-
lated spot diameter, surface roughness, and the raised rim
along the edges of the laser-scribed ITO patterns were char-
acterized using a laser scanning confocal microscope
(Keyence, Japan; Model VK9700). The values of roughness,
rim height and rim width were obtained by averaging over
16 um along the laser ablation line. The extent of ITO layer
removal was evaluated via energy-dispersive X-ray spec-
troscopy (EDS; Oxford Instruments, UK; Model X-
MAX150). The signal intensity of indium (In) was used as
an indicator to confirm the presence or absence of the ITO
thin film on the glass substrate.

Additionally, EDS analysis was employed to investigate
changes in the elemental distribution within the microwire
region before and after oxygen plasma treatment.

2.6 COMSOL simulation of temperature gradient

To verify the temperature gradient measured between the
Janus wire and the sensor wire, a finite element simulation
was performed using COMSOL Multiphysics.

A three-dimensional heat transfer model (Heat Transfer
in Solids and Fluids physics interface) was constructed to
simulate the temperature gradient induced by a microwire
functioning as a heater. In the model, a heating area (120 um
in length x 5 pm in width) was placed at the center of a silica
glass substrate with dimensions of 15 mm % 15mm and a
thickness of 0.7 mm. The large substrate area corresponds to
the unheated region in our chip design.

For boundary condition settings, the heating area was
modeled as a constant heat source with temperature main-
tained at 393.15 K. In addition, the surrounding substrate
was defined with material properties corresponding to silica
glass, with thermal conductivity, specific heat capacity, and
density taken from standard COMSOL material libraries
(thermal conductivity = 1.38 W/(m-K), specific heat capac-
ity = 703 J/(kg-K), density = 2203 kg/m?).
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All external surfaces were applied Convective Heat Flux
boundary condition using the External Natural Convection
heat transfer coefficient with the ambient air temperature set
to 293.15 K. Surface orientations were specified as vertical
for side walls, upward-facing horizontal for the top face, and
downward-facing horizontal for the bottom face. Mesh re-
finement was applied near the heater to accurately capture
the temperature gradient.
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Fig. 1 (a) The schematic of the laser scribing system. (b)
The pattern of the ITO test strip used for measuring the
ablation threshold by resistance changes (ThR). The red
line indicates the test stroke. (c) The naming rationale
and schematic of the Janus dual-function chip. (d) Sche-
matic diagram of the experimental setup for TCR curve
measurement. (¢) Overview (left-panel) and closed-up
(right panel) photo pictures showing the two transparent
microwires.
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3. Results and Discussion

As shown in Fig. 1 (e), the UV laser ablated region is
free of microcracks at the underlying glass substrate, indi-
cating the good quality of the ITO pattering by UV laser.
Detailed investigation on the ablation parameters is de-
scribed below.

3.1 Ablation thresholds

To fabricate a transparent and clean chip, we measured
the laser ablation thresholds, ThR, and Thd, using the two
different approaches.

Fig. 2 shows the resistance changes of the ITO test strips
after the test stroke ablation under three different conditions.
The 30 MQ points represent measurements that displayed as
OL (overload) on the multimeter. The smallest fluence that
resulted in an increase in the test strip resistance was consid-
ered as the threshold fluence (ThR).
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Fig. 2 The resistance changes of the ITO test strip after
the test stroke ablation using different laser powers. (a)
5 Q/sq. at 35 ns (b) 5 Q/sq. at 14 ns (c) 90 Q/sq. at 14
ns. The beam scanning speed was 100 mm/sec.

The second method used the ablated diameter for deter-
mining the threshold, Thd, and the laser focus spot diameter
(D). Fig. 3 shows the plot of 7 at different laser power, W,
on the ITO slides. Based on eq. (1), the slope obtained by the
linear fitting of the plot was used to calculate the laser focus
radius, wo. The focus radius and ablation threshold values of
the two methods are summarized in Table 1. It is found that
smaller threshold is observed by shorter laser pulse on thin-
ner ITO film (i.e. the one with 90 Q/sq). The trend is the
same for both Thd and ThR. The result is consistent with the
fact that shorter laser pulses provide higher transient power
and hence the lower threshold.

In addition, thinner ITO film requires lower energy for
the ablation. The difference in the apparent focus radius ob-
served for the same laser system was attributed to the Gauss-
ian beam profile. Within a Gaussian beam, thinner ITO films,
which has higher sheet resistance, requires less ablation en-
ergy and hence is ablated with lower energy density. This
resulted in the larger effective ablation area and the larger
apparent radius.
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Fig. 3 The plot of the squared ablated diameter, 62, as a
function of laser power for different parameters. The
beam scanning speed was set at 100 mm/s. The insets
show the equation and regression coefficient, R?, of the
linear fitting lines.

Table 1 The focus radius and ablation thresholds for various
ITO sheet resistances and pulse durations. The data includes
the following combinations.

Sheet Resistance

/ Focus Radius ThR Thé

Pulse Duration (pm) (J/em?) (J/em?)
50 Q/35ns 7 0.52 0.50
50Q /14 ns 8 0.48 0.44
90 Q /14 ns 12 0.30 0.28

3.2 Surface roughness and heat-affected zone

The HAZ refers to the region surrounding the ablated
area where laser-induced heat accumulation affects the mor-
phology of the thin film, particularly near the rim. To evalu-
ate the impact of pulse duration and film resistance on laser
ablation heat, we measured the surface roughness (Ra), rim
height (Rimy), and rim width (Rimy) of ITO films processed
under different conditions, as shown in Fig. 4 (a).

Typical HAZ of the laser-ablation on the ITO film with
5 Q/sq sheet resistance are shown in Fig. 4 (a-b). As shown
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in Fig. 4 (c), longer pulses (35 ns) and ITO film with lower
sheet resistance (5 Q/sq) resulted in a significant increase in
rim height with increasing energy density, suggesting
stronger heat accumulation and more significant HAZ for-
mation. For the 90 Q/sq ITO film, the rim height and rim
width are both not significant.

These results are consistent with previous work by Mus-
tafa et al., which showed that extended pulse durations can
lead to deeper ablation and more significant thermal effects
due to increased energy deposition [20]. Similarly, Kerse et
al. demonstrated that increased pulse durations enhance ther-
mal diffusion and amplify the HAZ during ultrafast laser ab-
lation [17].

(a)
1200 —50hm/35ns
1000
£ 800
c
600
400
0 100 200 300 400
nm
(b)
1200 —5o0ohm/14 ns
1000
e
-
800
600
0 100 200 300 400
nm
(©)
200 5Q/35ns
50 /14 ns
50T 490Q/14 ns
£
£ 100 +
E
X 50+ ‘
r
0 74M-A*£M—f—f—f—|
0 0.2 0.4 0.6 0.8 1

Energy Density (J/cm?)

Fig. 4 The cross-sectional profile of the laser ablated re-
gions observed by the VK laser scanning profiler. (a)
5Q/sq, 35 ns (b) 5 Q/sq, 14 ns, at an energy density close
to 0.6 J/cm?. (a) and (b) have the same scale. (c) Rim height,
Rimy, as a function of laser energy density under different
ablation conditions.
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In Table 2, no consistent trend was observed for rim
width across different conditions. The average Ra for the
three conditions 5 €/sq-35 ns, 5 Q/sq-14 ns, and 90 )/sq-14
ns are 91 nm, 72nm, and 66 nm, respectively. It can be seen
that the roughness remained similar across different film
thicknesses (5 Q/sq-14 ns vs. 90 /sq-14 ns), while it in-
creased with longer pulse duration (5 Q/sq-35 ns vs. 5 Q/sq-
14 ns). This is in accordance with the fact that the glass sub-
strate has little absorption of the UV laser pulse used. In ad-
dition, the more significant thermal effects due to increased
energy deposition was manifested by the increased surface
roughness.

Compared to our previously reported fabrication method
utilizing a 1064 nm infrared laser, the UV laser significantly
reduced the HAZ and thermal damage to the substrate. Un-
like the 1064 nm laser, UV laser processing at a sheet re-
sistance of 90 Q/sq significantly suppresses the formation of
raised rim along the edges [8]. The results demonstrated the
better ablation surface by the UV laser compared to a 1064
nm NIR laser.

Table 2 Surface roughness, R,, and rim width, Rimy, under
different ablation conditions, showing no clear dependence
on pulse duration or film thickness.

5Q/35ns 5Q/14ns 90 Q /14 ns
ED R, Rm, ED R, Rm, ED R, Rim,
Jlem?)  (nm)  (nm)  (Jlem2)  (nm)  (nm)  (Jem2)  (nm)  (nm)
0.26 92 X 0.25 70 X 0.18 67 X
0.32 87 252 0.29 84 201 0.22 55 X
0.41 118 277  0.36 50 239 | 0.27 61 X
0.57 109 226 047 61 251 0.30 78 X
0.65 75 264 = 0.51 77 222 0.32 69 X
0.77 64 281 0.58 88 242 | 0.34 64 X

3.3 Temperature coefficient of resistance

To facilitate subsequent dual-functional microwire ex-
periments, we measured TCR curve of the two ITO mi-
crowires. The electrical conductivity of ITO, a degenerate n-
type semiconductor, is known to depend on both carrier con-
centration and mobility—both of which are influenced by
temperature and the presence of oxygen vacancies [21].

In our experiment, the microwires’ temperatures in-
creased from 30 °C to 100 °C at 10 °C increments. At each
step, resistance was determined based on the measured cur-
rent under a fixed applied voltage (0.5 V). As shown in Fig.
5, the resulting resistance—temperature curve exhibited a
positive slope, indicating that resistance increases with tem-
perature. This behavior is characteristic of thermally acti-
vated phonon scattering in ITO. As temperature rises, lattice
vibrations become more obvious, leading to increased elec-
tron—phonon interactions. These interactions reduce carrier
mobility, leading to an increase in the material’s resistivity.
A phenomenon consistent with the Bloch—Griineisen model
for electron—phonon scattering in degenerate semiconduc-
tors [22-24].

Following oxygen plasma treatment, the same measure-
ments of TCR were repeated. The treated wire exhibited a
4% higher resistance at 30 °C compared to the untreated
wire. Additionally, the TCR slope increased by nearly 20%,
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indicating enhanced temperature sensitivity. This change is
attributed to a reduction in oxygen vacancies and carrier
concentration caused by the oxygen plasma, which is in ac-
cordance with a previous work by Lee et al., who demon-
strated that oxygen plasma treatment reduces carrier concen-
tration and increases resistivity in ITO films due to the sup-
pression of oxygen vacancies [25].

The result in Fig. 5 were obtained from three repeated
measurements, with the microwires’ temperature raised
from room temperature (RT) to 100 °C, cooled to RT, and

then raised again to 100 °C. The entire process lasted for ~
1 hour. It can be seen that repeated heating/cooling did not
result in observable resistance fluctuation, as revealed by the
negligible error bars. This result indicates that the mi-
crowires showed at least short-term stability. The long-term
stability of the microwires requires further verification, as it
has been shown that the durability and stability of ITO could
change over time under various environmental conditions
[26-28].
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Fig. 5 Curves of the (a) left wire (b) right wire TCR before
and after oxygen plasma treatment. The results show a sig-
nificant increase in resistance and TCR slope after the
treatment.

3.4 Dual function test

After establishing the TCR curves, we proceeded to
evaluate the dual functionality of ITO microwires as both
heaters and temperature sensors. In this experiment, one
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microwire was configured as a Janus wire, simultaneously
serving as both heater and sensor, while another microwire
functioned solely as a temperature sensor wire.

A voltage ranging from 1V to 5V (V;) was applied to
the Janus wire for implementing Joule heating. The resulting
current was measured using a source meter, and the corre-
sponding resistance was calculated. This resistance was then
mapped onto the previously established TCR curve (Fig. 5)
to determine the real-time temperature, which was found to
increase from approximately 30 °C to 100 °C as the applied
voltage increased. The Janus wire is thus acting as a heater
and a sensor at the same time.

Simultaneously, the sensor wire was biased with a series
of low voltages (0.1V, 0.2V, 0.5V, and 1.0 V) to ensure
minimal Joule heating during the measurement. Its re-
sistance, and consequently its temperature, was determined
using the same TCR calibration.

As shown in Fig. 6 (a-b), the Janus wire consistently ex-
hibited higher temperatures than the sensor wire. Based on
this temperature difference and the distance between two
wires, a thermal gradient of approximately 5 °C/um was cal-
culated, with the temperature of Janus wire at around 100 °C.
This result closely matches the COMSOL simulation result
of around 4 °C/um. In the simulation, the temperature of the
Janus wire was set to 100 °C to replicate the experimental
conditions. This temperature was selected as it provided the
largest temperature difference between the Janus wire and
the sensor wire. The simulated temperature distribution and
gradient around the Janus wire were illustrated in Fig. 6 (c-
d).

It is also seen in Fig. 6 (a-b) that the different voltages of
the sensing wire reveal different temperatures. The underly-
ing reason is further investigated as follows.

3.5 Self-heating effect of the sensor wire

To ensure minimal Joule heating of the sensor wire dur-
ing the measurement, the effect of sensor wire voltage, Vs,
was investigated. Fig. 7 (a-b) shows that the sensor wire tem-
perature increases with increasing Vs, indicating heating by
the sensor wire during the measurement. The result indicates
the necessity to minimize the voltage for obtaining a pertur-
bation-free measurement. With the limited accuracy of the
source meter used in this study, the Vs = 0.1 V was used for
the following studies and was not reduced further. When the
left and right wires are used as Janus wires and the sensor
voltage is set at 0.1 V, different temperatures were observed
by the Janus wire and the sensor wire, as shown in Fig. 7 (c).
This indicates that temperature gradient between the two mi-
crowires, Janus and the sensor, did occur. With Vy= 5V, the
temperature difference between the two microwire reaches
~60 °C, resulting in the gradient of ~5 °C/pum, similar to that
by the simulation in Fig. 6 (c-d).

Fig. 7 (c) also showed the temperature difference is
slightly higher when the left wire was used as the Janus wire.
We speculate that this is caused by the difference in the re-
sistances of the two microwire, which led to difference in
Joule heating power and the resultant temperature.
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Fig. 6 Temperature of Janus wire and sensor wire with
sensor voltage (Vs) ranged from 0.1 V to 1 V. Voltage for
Janus wire (Vy) of 1 V to 5 V was applied to generate
heat while the sensor wire measures the temperature sim-
ultaneously. (a) Left microwire as the Janus wire (JL),
and (b) Right microwire as the Janus wire (JR). (c) Top-
view temperature distribution simulated by COMSOL of
a single Janus microwire on a glass substrate. The wire
temperature was set to 100°C in the simulation. The
marked 12 pm indicates the region for the temperature
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gradient shown in (d). (d) Simulated temperature gradi-
ent extending horizontally from the Janus wire.
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Fig. 7 Temperature measured by the sensor microwire
using different Vs. (a) Left microwire as the Janus wire
(JL) and right wire as the sensor. Vsr: voltage of sensor.
(b) Right microwire as the Janus wire (JR) and left wire
as the sensor. Vsr.: voltage of sensor. (¢) Temperature dif-
ferences are slightly larger with left wire as the Janus
wire, as indicated by the blue dots.

3.6 Structure analysis of ITO substrates

The removal of the ITO layer by the laser ablation was
examined using EDS. We measured the distribution of In-
dium (In) at the laser ablated region and used it as an indica-
tor of the conducting layer.

To further investigate the effect of oxygen plasma treat-
ment, EDS analysis was also performed on the treated ITO
chips. However, the elemental mapping showed no signifi-
cant change in the distribution of indium, tin, or oxygen
compared to untreated samples, as shown in Fig. 8 (a-c).
This result can be attributed to the intrinsic surface sensitiv-
ity and spatial resolution limitations of EDS, which primar-
ily detects compositional differences on the micrometer
scale [29]. In contrast, oxygen plasma treatment modified
near-surface chemistry primarily within a few nanometers,
often through the reduction of oxygen vacancies or slight
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changes in bonding states rather than bulk compositional
changes detectable by EDS. Similar findings have been re-
ported in previous studies. For example, Park et al. demon-
strated that oxygen plasma treatment of ITO films leads to a
reduction in oxygen vacancies and free carrier concentration,
as evidenced by changes in electrical and optical properties,
rather than detectable shifts in elemental concentration via
EDS mapping [30]. The reduction of free carrier observed is
in consistent with the observed increase of resistance after
the plasma treatment (Fig. 5).

@) |
g No Treatment

In: 17.82%

. 2

(b) ]
Oxygen plasma

In: 17.06%
() )
Ablated Region

(d)

In Lat Sn Lat

Fig. 8 EDS spectrum of the ITO microwire region (a)
before oxygen plasma treatment, (b) after oxygen plasma
treatment, and (c) inside the laser-ablated region. (d) El-
emental mapping of indium (In) and tin (Sn).
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While O, plasma treatment can significantly modify sur-
face properties (e.g., TCR), it may not induce a detectable
change in elemental composition within the detection limits
of EDS analysis. These results also suggest that the Oxygen
plasma effect on TCR may be more prominent on a thin ITO
film, such as that with high sheet resistance.

Fig. 8 (d) shows the mapping reveals a clear contrast of
indium (In) and tin (Sn) distribution between the laser-ab-
lated and unablated areas. The ablated region shows a sparse
Indium signal, indicating effective material removal, while
the unetched region retains a dense and uniform distribution,
confirming selective laser patterning.

4. Conclusion

In this study, we successfully fabricated a dual-function
microscale device using a nanosecond UV laser. Compared
to the 1064 nm laser, UV laser processing minimizes thermal
damage and HAZ formation while still achieving effective
ITO removal, as confirmed by EDS analysis. This advance-
ment marks a notable improvement in the production of
transparent electronic devices.

Janus wire represented a single ITO microwire that sim-
ultaneously serves as both a Joule heater and a temperature
sensor. This dual functionality is unique compared to con-
ventional designs, which typically rely on separate compo-
nents for heating and sensing. By consolidating both func-
tions into a single element, Janus configuration simplifies
system architecture, reduces spatial and wiring complexity,
and enhances the feasibility of integration in miniaturized or
optically transparent platforms.

Furthermore, by performing simultaneous measure-
ments on two microwires, we successfully monitored the re-
sulting microscale temperature differences, generating a lo-
cal temperature gradient. This demonstrates the device’s
ability to spatially resolve thermal distributions with high
precision. In summary, this dual-functional ITO micrometer
heater/sensor highlights excellent potential for precise ther-
mal control and sensing applications.
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