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In laser micromachining, the complexity and non-linearity of laser-matter interactions prevent 
theoretical models from fully predicting experimental results. Consequently, optimizing processes 
traditionally requires extensive empirical testing, consuming time and resources. We propose an ar-
tificial intelligence (AI) based method to determine optimal femtosecond laser micromachining pa-
rameters, where a wide range of engraving parameters are used as inputs and quality and dimen-
sional criteria of a machining profile (depth, width, burrs, angles, and surface roughness) are pre-
dicted as outputs. Our approach combines an experimental database generated through automated 
data collection with an AI approximation model and a genetic algorithm. Tested on 316L stainless 
steel, we evaluate two AI models: XGboost and neural network. The XGboost model outperforms 
the neural network, achieving lower mean absolute errors (e.g., 1.6 µm vs 3.2 µm for depth, 52 µm 
vs. 362 µm for width, and 4.9° vs. 22.1° for angle). Compared to LS-Plume®, a physics-based laser 
machining simulator, our AI system improves depth and angles predictions by 24% and 3%, respec-
tively. It also predicts surface roughness and burr formation. By reducing the need for empirical 
testing for each new process, our approach enhances precision, efficiency, and adaptability in laser 
micromachining, offering reliable alternative to trial-and-error methods. 

Keywords: laser micromachining, optimal parameters prediction, artificial intelligence, femtosec-
ond laser, machine learning model 

1. Introduction 
In the late 20th century, the commercialization of 

femtosecond lasers gave rise to an explosion in their use in 
many industrial fields. The advantage of this new technol-
ogy is the quasi-non-thermal laser-matter interaction for 
optimized laser parameters [1]. This characteristic comes 
from the ultrashort pulses delivered by femtosecond lasers 
and leads to machining with high quality and excellent re-
peatability. These high performances can be found for nu-
merous types of materials: metals, ceramics, polymers, and 
semi-conductors [2-6]. The wide range of materials that 
can be processed by laser allows to touch on many areas 
such as biomedical, watch industry, and electronics indus-
try. Each field requires a specific process, mainly surface 
texturing [7], laser cutting [8], and laser drilling [9], whose 
quality and performance have been improved with the arri-
val of ultrafast lasers [10]. However, for each new devel-
oped process in a particular field of application, a search of 
laser parameters must be carried out to achieve an optimum 
in terms of quality and cycle time. The number of machin-
ing parameters that can be adjusted can quickly become 
large. Indeed, in general, around eight parameters, such as 
energy per pulse, frequency, and engraving speed, can be 
modified. Each of these parameters have several accessible 
values. Consequently, the search of optimal parameters to 
achieve a machining profile with desired properties, for 
example depth and surface roughness, requires numerous 
tests often in the form of squares grouped into matrices for 

which a different laser parameter is varied in both direc-
tions. This step is demanding in terms of operator time and 
samples and must be repeated for each new process to be 
achieved. Some tools for simulating machining profiles 
based on laser parameters already exist [11,12]. However, 
the validity of the results is limited since some effects, such 
as thermal effects, are not considered or simulators do not 
apply to all laser processes. Furthermore, this approach 
remains iterative in the sense that it is necessary to encode 
a set of laser parameters to obtain the machining profile. In 
this context, recent advances in artificial intelligence (AI) 
in many fields increasingly involve the use of this new tool 
in the world of laser micromachining. In general, machine 
learning models, among the most popular, the XGboost 
[13] and the neural network [14], are trained with real data 
to find a function that describes the studied physical system. 
This function can then be used to predict the geometry and 
the quality of the laser engraving from the machining pa-
rameters and obtain optimal laser parameters for different 
materials and various laser processes [15-17]. 

The goal of the presented work is to obtain an AI model 
to predict a small number of optimal laser parameters based 
on dimensions and quality criteria without having to carry 
out numerous empirical tests for each new process to de-
velop. Some sets of predicted parameters will be directly 
rule out by an experienced user and the other part will be a 
starting point to obtain an optimized process. This method 
will significantly reduce the time required to obtain optimal 
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machining parameters and will improve the quality of the 
engravings. The method is based on the combination of an 
experimental results database and an automated learning 
step using an AI approximation model and a genetic algo-
rithm to obtain a comprehensive database. Our experi-
mental database considers many input parameters, includ-
ing the laser parameters, the machining properties, but also 
the properties of the material to be machined, as well as 
parameters specific to the laser-matter interaction such as 
threshold fluence, incubation coefficient, penetration depth, 
and complex refractive index of the material. Incorporating 
these variables enables comprehensive AI learning and the 
prediction of optimal laser machining parameters, for ex-
ample energy per pulse, scanning speed, number of passes, 
and pitch to achieve targeted machining meeting dimen-
sional but also quality criteria. These output parameters are 
the profile depth, width, and angles as well as the surface 
roughness Sa. We present a case of study demonstrating the 
prediction of machining properties for 316L stainless steel. 
A discussion of the performance obtained with both algo-
rithms (XGboost and Neural network) is presented. We also 
made a comparison between the predictions of our profile 
simulator LS-Plume® and the AI model. It allows to evalu-
ate the advantage that artificial intelligence can provide 
compared to simulators based on physical laws. 
 

2. Methods 
The physics describing the laser-matter interaction dur-

ing a femtosecond laser machining is complex and accom-
panied by stochastic phenomena. Consequently, the model-
ing and prediction of optimal laser parameters is not an 
easy task and the artificial intelligence model training re-
quires a large amount of real data. In addition, the number 
of data to provide in order to train the model increases ex-
ponentially with the number of varied laser parameters. 
Therefore, to propose a model of artificial intelligence (AI) 
for the prediction of optimal machining parameters, two 
strategies were adopted: restricting the field of engraving 
parameters explored by real data and the development of an 
automated data generation procedure to guarantee enough 
data for the machine learning phase within the explored 
parameters window. The proposed procedure is carried out 
in three main steps: generation of random laser parameters 
sets with a python script, engraving of squares grouped in 
matrix on the sample, and measuring the topology proper-
ties of each machined square. These properties are used for 
the training of the AI model. Fig. 1 depicts the workflow 
adopted to feed the machine learning system. The result of 
the model training is the identification of optimal laser pa-
rameters to meet dimensional and quality criteria of an op-
timized process in our case of study: 316L stainless steel. 

 

 
Fig. 1  Illustration of the real data production workflow. (a) A python script generates random engraving parameters sets, (b) each param-
eter set is loaded in the software Kyla® to engrave squares of 1x1 mm² grouped into matrix, each square is engraved with an unique pa-
rameter set, Kyla® controls a Lasea LS4 machine equipped with a Satsuma® laser for the squares machining, (c) each square surface 
roughness Sa and profile are provided by an Alicona microscope and the profile is analyzed by a python script to obtain profile properties 
(depth, width, and angles), and (d) these properties are used to train the AI model. 

2.1 Real data production 
The real data were produced with a Lasea LS4 machine 

equipped with a satsuma® femtosecond laser from Ampli-
tude systèmes with a radiation wavelength centered at 1030 
nm, a power of 20 W at 500 kHz, and a pulse duration of 
259 fs. Two spot sizes ω0 were available thanks to a beam 
expander and a lens with a focal length of 100 mm. A 
homemade embedded microscope equipped with an IDS 
UI-5490SE camera allows an accurate measurement of the  

 

 
two spot diameters at the focal plane: 14 µm and 26 µm at 
1/e². 

Each data corresponds to a square engraved with a ran-
dom input parameters combination formed by usual param-
eters used in the world of micromachining and considers 
the majority of variables that can be chosen during laser 
micromachining: laser frequency, laser power, laser spot 
diameter, spacing of machining lines (pitch), number of 
machining layers, and angle between each layer (angle 
hatch pitch). Five laser repetition rates were explored: 100, 
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125, 166.7, 250, and 500 kHz. The scanning speed was 
adjusted in the range 50 to 2000 mm/s by step of 50 mm/s. 
Pitch values were set to one of 5, 7, and 12 µm for the 14 
µm spot diameter and to one of 5, 10, 15, and 20 for the 26 
µm spot diameter. These values were chosen to test various 
overlaps. The explored input parameters are summarized in 
Table 1. 

 
A python script has been developed to form random set 

of input parameters. Each engraving parameters set is load-
ed into the Lasea machining software Kyla® and will be 
used to machine a square. These squares are machined by 
40x40 matrix on 316L stainless steel sample. The dimen-
sions of each square is fixed to 1x1 mm². The choice of the 
square dimension is based on a comparison of the machin-
ing profiles obtained for square dimensions of 1x1 mm² 
and 5x5 mm². The experimental study highlighted that the 
engraving of 1x1 mm² squares does not significantly modi-
fy the machining profiles obtained with identical laser pa-
rameters. Given the large quantity of data, each square is 
machined with a unique identification number in order to 
guarantee traceability of the engraving. 

 

2.2 Real data analysis 
The data analysis corresponds to the second step of the 

automated data generation procedure and allows to obtain 
output parameters characterizing the machining profiles of 
each square. Before measurement, each stainless steel sam-
ple on which 1600 squares have been engraved is im-
mersed in an ultrasonic bath of distilled water heated to 60 
degrees celsius for approximately 8 min. The surface anal-
ysis is performed with an Alicona-Infinite Focus SL optical 
microscope and a x20AX objective with a vertical resolu-
tion of 60 nm. A python script was developed to automate 
the positioning of each square of the 40x40 matrix in the 
center of the microscope field and to launch an acquisition. 
To obtain the machining profile, the Alicona carries out two 
measurements of 1 mm² distributed over each square. At 
the end of each measurement, a machining profile averaged 
over a width of 200 µm is obtained as well as the surface 
roughness measured on a central region of roughly 0.64 
mm² in the laser treated squares. Given that the engraving 
parameters for each square were generated randomly, the 
settings of the microscope, such as brightness, were chosen 
to be suitable for the greatest number of cases. This can 
cause an error in the measurement of extreme cases such as 
depths greater than 50 µm depending on the surface condi-
tion of the engraving background. A Python script performs 
an analysis to extract a profile and, consequently, the prop-
erties of the profile: depth, width, angles, and burrs. The 
angle 1 and angle 2 correspond to the angle between the 
vertical and the slope of the machining profile for the left 
and right side of the profile, respectively. The burr 1 and 
burr 2 correspond to the burr for the left and right side of 
the machining profile, respectively. The python script trig-
gers a warning if a problem occurred during the profile 
determination. This can happen in cases where, for exam-
ple, the engraving surface roughness is extremely high, 
making it difficult to evaluate the engraving depth. Fig. 2 
shows an example of acquisition results with the Alicona 
and the simulated profile from the measured profile. 

 

 
Fig. 2  Example of acquisition result with the Alicona microscope and python script for a machining square with a laser repetition rate of 
500 kHz, laser power of 5.8 W, spot diameter of 14 µm, scan speed of 450 mm/s, hatch pitch of 7 µm, angle hatch pitch of 53°, and a 
number of layers of 10. (a) In red, the region with a width of 200 µm over which the profile is averaged and a region with a size of 0.64 
mm² for the surface roughness measurement. (b) Measured profile and simulated profile obtained with a python script to extract the depth, 
the burrs size, and the angles. (c) Surface roughness measurement Sa. 

Laser  parameters  Values 

Frequency  (kHz) 100 ,  125 ,  166 .7 ,  250 ,  500 
Scan  speed  (mm/s ) 50  to  2000 ,  s t ep  50 

Power  (% o f  13 .6  W) 30  to  80 ,  s t ep  5 
Spo t  d i ameter  (µm) 14  and  26 

P i t ch  (µm) 5 ,  7 ,  12  ( fo r  ω 0 =14  µm) 
 5 ,  10 ,  15 ,  20  ( fo r  ω 0 =26  µm)  

 Ang le  hat ch  p i t ch  ( ° ) 53 ,  241 
Number  o f  l ayers  5 ,  10 ,  20 

Table 1     Range of parameters for the real data production 



 
JLMN-Journal of Laser Micro/Nanoengineering Vol. 20, No. 2, 2025 

 

2.3 AI training 
To find the optimal parameters i.e engraving parameters 

to achieve a machining profile with desired properties, we 
proceed in two steps. The first phase consists of obtaining 
an approximation model of the engraving parameters in-
put/output function by using two types of AI algorithms: 
the XGboost and the neural network. The second phase 
corresponds to the finding of good candidates of optimal 
parameters by solving an optimization problem under con-
straints with a genetic algorithm. It is important to note that 
due to the heuristic nature of both steps, we are not guaran-
teed to find the best set of parameters in the space of set-
tings defined by the parameters presented in Table 1. How-
ever, this process is sufficient to propose a set of good can-
didates that can be validated either by humans or through 
experiments. 

In our context, the main principle of machine learning 
is to find a good approximation function of the studied 
physical system. Our goal is to determine, within a family 
of functions, the best approximation of the function that 
maps our inputs to our outputs. For this purpose, we use 
statistical algorithms and a dataset of input/output samples 
from our map. The domain on our function is 10 dimen-
sional and takes for inputs the parameters listed in Table 1, 
except power (%), together with other physical quantities 
that can be computed from them or measured: power on the 
sample (W), the pulse energy (µJ), the peak fluence (J/cm²), 
the spot diameter (µm), and the physical machining time of 
a square (s) computed by the number of machined layers 
divided by the product of the scanning speed and the pitch 
for a 1x1 mm² square. The image is 7 dimensional with 
outputs corresponding to the values that we aim to evalu-
ate: depth (µm), width (µm), angles (°), one on each side of 
the machining profile, the surface roughness (µm) and the 
burrs (µm), one on each side of the engraving profile. The 
Fig. 3 and Fig. 4 present histogram plots illustrating the 
frequency distribution of the input and output parameters of 
the AI algorithm, respectively. 

The most basic version of an AI system is the linear re-
gression, where one finds the affine map that minimizes the 
mean squared error of a given dataset. We employ richer 
families of functions: ensemble trees (XGboost) and neural 
networks. Both of these families are universal approxima-
tors, meaning they can approximate any continuous func-
tion on a compact set. 

The ensemble tree consists of piecewise simple func-
tions (constant or linear). Neural networks are constructed 
using compositions of linear maps and activation functions 
such as Rectified Linear Units (ReLU), sigmoid, and hy-
perbolic tangent.  

For the boosting tree, we used the XGboost Python 
package implementation with 50 estimators, a maximum 
depth of 5, and default values for the other parameters. 
These hyperparameter values have been selected using a 
grid search during the data collection phase of the training 
set. Tested hyperparameters are: maximum depth in the 
interval [3,11], minimum sum of instance weight (hessian) 

needed in a child (min_child_weight) in the interval [1,6], 
number of trees (n_estimators) in the interval [10, 200], 
subsample ratio of the training instances in the interval [0.5, 
0.7, 1], and learning rate in the interval [0.1, 0.01, 0.001]. 

The architecture of the neural networks comprises two 
layers with 126 neurons each, followed by three layers with 
256 neurons each, and two additional layers with 126 neu-
rons each. Finally, there is a dense layer with 7 neurons. 
The activation function for the hidden layers is the ReLU 
function, and we apply a dropout rate of 0.2 between layers. 
The training was conducted in the TensorFlow environ-
ment using the Adam optimizer with a learning rate of 10-4 
for 2000 epochs [14]. Again the hyperparameters have 
been selected during the data collection phase. We tested 
different architectures: we tried architectures with between 
3 and 10 layers and 32 and 512 neurons; ReLU and tanh 
activation functions, learning rate between 10-2 and 10-6, 
and epochs up to 3000. 
3. Results and Discussion 

In this section, we present the results related to the ap-
proximation model. 

We used a dataset of 14000 samples to train our 
XGboost and neural network models. We randomly split 
this dataset into two parts: 13200 samples for training and 
800 samples for independent evaluation. The results are 
shown in Table 2. 

 
As indicated in Table 2, the XGboost outperforms the 

neural network model. This result is not surprising given 
that the XGboost model is known to provide better perfor-
mance for tabular data, as we have, than the neural network. 
Therefore, the next part of this section will focus on the 
results obtained by the most efficient AI system. 

Error analysis revealed that a significant portion of the 
error stemmed from the data collection process. Indeed, 
given that the sets of engraving parameters are generated 
randomly, some input parameters correspond to poor ma-
chining quality and/or measurement issues. In these cases, 
the data points were labeled as warnings in our dataset, and 
the output values for depth, width, burrs, and angles were 
reset to a default value of 0. It is important to note that for 

Table 2 Comparison of the XGboost and neural net-
work models performance 

Mean  abso lu t e  
e r ro r 

XGboost  Neural  ne twork 

Depth  (µm) 1 .6 3 .2 
Wid th  (µm)  52 362 
Burr1  (µm) 0 .20 0 .22 
Burr2  (µm) 0 .23 0 .25 
Ang le1  (° )  4 .9  22 .1 
Ang le2  (° )  5 .0  22 .0 

Sa(µm)  0 .23 0 .33 
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Fig. 3 Histogram plots showing the frequency distribution of the input parameters of the AI algorithm (XGboost or neural networks). 
 

these points, the actual depth and other output parame-
ters might be nonzero. Consequently, the metrics are penal-
ized when the model correctly predicts the real engraving 
properties. Additionally, it is desirable to make the distinc-
tion between warning and safe parameters. To address this, 
we built a classifier based on our model. The width predic-
tion is used to classify our data points into two categories: 
warning and safe. All inputs whose width prediction is less 
than 500 µm is classified as a warning. This classification 
method achieves an accuracy of 97% as presented in Table 
3. We recall that accuracy measures how often the classifier 
is correct overall. In addition, we report recall and preci-
sion: recall is the percentage of actual warning/safe points 
correctly identified, and precision is the percentage of pre-

dicted warnings that are actual warning/safe points. These 
metrics are given in Table 3.              

Table 3 Performance report of the classifier 
 

 Prec i s ion Reca l l  Number  o f  t es t ed   

s ample 

  

Warning 0 .8   0 .33 36   
Safe  0 .97 0 .99 764   

Accu racy   0 .97   
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 For the predicted warnings, we then set the predicted 
values for depth, width, burrs, angles, and surface rough-
ness to zero. This improves the overall performance of the 
model as shown in Table 4. This approach yielded our best 

 performance and the Fig. 5 illustrates a comparison be-
tween the measured and predicted depth and surface 
roughness. The plots for the other output parameters are 
available in Appendix A.  

 
Fig. 4 Histogram plots showing the frequency distribution of the output parameters of the AI algorithm (XGboost or neural networks).

 

 
Fig. 5  Measured and XGboost predicted depth and surface roughness on the test set.  
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The current performances of the AI model are presented 
in the form of error bars plots in Fig. 6. The plots for the 
other output parameters are available in Appendix B. 

 

In terms of mean percentage error, the performances of 
the XGboost are 12%, 3%, 7%, 6%, 33%, 345 %, and 
276% for the depth, width, angle 1, angle 2, surface rough-
ness, burr 1, and burr 2, respectively. It should be noted 
that the error is not uniformly distributed across samples of 
different sizes. Indeed, samples with large depths and un-
certain measurements (warnings) exhibit a much larger 
error. For large depths, the error can be explained by the 
rarity of these configurations in usable measured data, 
which occur in only about 5% of cases. The zero-depth 
error corresponds to warnings. Additionally, we observed 
that the performance of the model for burrs predictions is 
much lower than for the other engraving properties. This 
observation is not surprising given that the burrs are partly 
linked to thermal effects which have a stochastic nature. In 
addition, in terms of absolute value, the high mean percent-
age for the burrs corresponds to 0.19 µm and 0.22 µm for 
burr 1 and burr 2, respectively. These values are acceptable 
given that these are closed to the initial surface roughness 
and to the minimum measurable surface roughness (0.10 
µm). 
 

 
Fig. 6  Measured mean values for depth and surface roughness on batch of 50 samples as well as the associated XGboost predicted mean 
values and the XGboost standard deviations (XGboost std error). Samples are ordered from greatest to least depth.
 

To evaluate the performance of the AI model to the 
predictions that can be made by a simulator based on theo-
retical physical models, a comparison is made between the 
AI system and our LS-Plume® simulator [18]. The Table 5 
presents the comparison of both models’ performances 
evaluated on the same set of samples. The simulator does 
not predict thermal effects. Consequently, the performance 
for the burrs and the surface roughness estimations are not 
presented. 

The Fig. 7 shows a comparison of the predicted depth 
with the XGboost model and the LS-Plume®. The plots for 

the other output parameters are available in Appendix C. 
The simulator performances are already quite good but the 
XGboost model allowed an improvement in prediction per-
formances. Indeed, from the information provided in Table 
5, it can be seen that the simulator has a mean percentage 
error of 36%, 2%, 13%, and 12 % for the depth, width, 
angle 1, and angle 2, respectively. As mentioned before, the 
mean percentage errors for the XGboost predictions are 
12%, 3%, 7%, and 6%, for the depth, width, angle 1, and 
angle 2, respectively. Consequently, the AI model increases 
the accuracy of predictions for depth and angles. 

 

Table 4 Comparison of the model performance with 
and without classifier 

Mean absolute 
error 

Without With 

Depth (µm) 1.6 1.4 
Width (µm) 52 51 
Burr1 (µm) 0.20 0.19 
Burr2 (µm) 0.23 0.22 
Angle1 (°) 4.9 4.7 
Angle2 (°) 5.0 4.9 

Sa(µm) 0.23 0.23 
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Fig. 7  Comparison between the prediction of the XGboost (left graph) and the profile simulator LS-Plume® (right graph) for the depth.
 

4. Conclusion and outlooks 
In recent years, the use of artificial intelligence has be-

come more and more important in many areas, including in 
the world of laser micromachining. Our work is part of this 
evolution of new generations of tools by proposing to com-
bine the know-how of experts in laser micromachining and 
the predictions of an artificial intelligence model trained 
with real data for engraving processes. The parameter 
space explored by the real data is made up of ten engraving 
parameters: laser frequency, laser power, energy per pulse, 
spot diameter, peak fluence, scanning speed, spacing be-
tween machining lines, number of machining layers, angle 
between each layer, and physical machining time of a 
square. For each of them, several discrete values are avail-
able and chosen based on common values found in indus-
trial applications. The large amount of input parameters of 
the AI model requires a large amount of real data for the AI 
training phase. To meet this requirement, we developed an 
automated square machining procedure with a random 
combination of these input parameters and an automated 
measurement phase using an Alicona microscope to obtain 
the engraving properties: depth, width, surface roughness, 
angles, and burrs. All of these parameters for 13200 ma-
chined squares of 1x1 mm² allow to train two types of AI 
models: the XGboost and the neural network to obtain an 
approximation function of the physical system to predict 
the machining characteristics from the engraving parame-

ters. The XGboost algorithm outperforms the neural net-
work model as expected for tabular data. Our AI model 
achieves an average precision of 12%, 3%, 33%, 7%, 6%, 
345%, and 276% for depth, width, surface roughness, angle 
1, angle 2, burr 1, and burr 2, respectively. The approxima-
tion function is then used by a genetic algorithm to make 
the inversion, work included in the EP 3 743 236 B1 patent 
[19], and obtain good candidates of optimal laser parame-
ters distributed in the parameter space to meet quality crite-
ria for any application. An operator will be able to elimi-
nate some of them based on his experience and select the 
best one amongst others for the intended application. This 
new tool saves significant time and samples since it elimi-
nates the entire parameter research phase usually carried 
out for each new process to be developed. This AI system, 
apart from avoiding a test-error phase until the desired 
simulated profile is obtained, also presents increased per-
formance compared to our LS-Plume® simulator with an 
improvement in average precision of 24%, 3%, 2% for 
depth, angle 1, and angle 2, respectively. In addition, the AI 
model offers predictions of surface roughness and burrs. 

This proof of concept was carried out for 316L stainless 
steel. Before carrying out machine learning of other mate-
rials, the performance of the current model will be im-
proved by generating data for extremes cases such as sig-
nificant engraving depths to improve the knowledge of the 
AI model in these regions. It is also planned to expand the 
explored engraving parameter space.  

This innovative tool opens the door to on one hand im-
proving laser micromachining both in terms of quality and 
cycle time, and on the other hand to democratize highly 
complex phenomena (including stochastic) to easy to use 
and first time right processes and results. 
 
Acknowledgments  
The authors would like to acknowledge the financial sup-
port of the Wallonia Region, Belgium, in the frame of the 
NAVIC project, with convention number 8660. 
 
 

 

Met r i cs  Mean Mean  
abso lu t e  

e r ro r  
XGboost  

Mean  abso lu t e  
e r ro r  LS-Plume® 

Depth  (µm) 8 .2   1 .4  5 .6 
Wid th  (µm)  1000 

 

51 67 
Ang le1  (° )  70 .0 6 .6 9 .6 
Ang le2  (° )  70 .3 5 .7 9 .6 

 

Table 5 Comparison of the performance of the XGboost 
model and the LS-Plume® simulator  
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Appendix A 
The Fig. 8 presents the measured and predicted width, an-
gle 1, and angle 2.  

The Fig. 9 depicts the measured and predicted burrs 1 and 2. 
 

 
Fig. 8  Measured and XGboost predicted width, angle 1, and angle 2 on the test set.  

 

 
Fig. 9  Measured and XGboost predicted burrs 1 and burrs 2 on the test set. Samples are ordered from greatest to least depth. 
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Appendix B 
The Fig. 10 shows the error bars plots for the width, angle 1, 
and angle 2. 

 The Fig. 11 depicts the error bars plots for burrs 1 and 2. 
 

 
Fig. 10  Measured mean values for width, angle 1, and angle 2 on batch of 50 samples as well as the associated XGboost predicted mean 
values and the XGboost standard deviations (XGboost std error). Samples are ordered from greatest to least depth. 

 
 

 
Fig. 11  Measured mean values for burr 1 and burr 2 on batch of 50 samples as well as the associated XGboost predicted mean values and 
the XGboost standard deviations (XGboost std error). Samples are ordered from greatest to least depth.
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Appendix C 
The Fig. 12 shows a comparison of the predicted width 
with the XGboost model and the LS-Plume®. The Fig. 13 

and Fig. 14 present this comparison for angle 1 and angle 2, 
respectively.  

 

 
Fig. 12  Comparison between the prediction of the XGboost model (left graph) and the profile simulator LS-Plume® (right graph) for 
the width. 

 

 
Fig. 13  Comparison between the prediction of the XGboost model (left graph) and the profile simulator LS-Plume® (right graph) for the 

angle 1. 
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Fig. 14  Comparison between the prediction of the XGboost model (left graph) and the profile simulator LS-Plume® (right graph) for the 

angle 2. 
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